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Abstract

Recent advances in bridging kinetics and thermodynamics of mineral dissolution have opened new horizons in our understanding of the role of
dissolution in cement hydration. Indeed most hydration kinetic regimes of alite can be rationally envisioned from a dissolution perspective. This short
note reviews some key findings on dissolution mechanisms and their implication for cementitious systems.
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1 Introduction

In the past several decades there has been significant
progress in our understanding of mineral reactions,
particularly in terms of their chemical kinetics and
thermodynamics. This understanding has come about
because of key advances in instrumental and analytical
sciences, coupled with parallel strides in theoretical
understanding. These advances yield important potential
benefits for applied material science fields as well,
particularly those involving dissolution in under-saturated
systems.

Until very recently, the dissolution of alite, impure Ca;SiO;
(GsS in cement shorthand), the main phase of modern
cement, has nearly always been neglected or simplistically
accounted for in all models addressing cement hydration
kinetics. This problematic treatment has two origins: first,
experimental and technical limitations have strongly
prevented studying the dissolution step in isolation,
independently from the other mechanisms occurring during
cement hydration. Second, many models have relied
essentially on C-S-H (the main hydrate resulting from the C;S
hydration) precipitation to describe the evolution of the
degree of hydration (DoH), obviating the need to properly
describe dissolution. Since C;S dissolution and the
precipitation of C-S-H and Portlandite share the same ions,
they are kinetically coupled through their degrees of under-

and super-saturation. Elaborating kinetics models that
neglect or simplify dissolution is therefore highly tentative, in
light of experimental observations showing the relationship
hydration / intrinsic C;S reactivity, impacted for example by
particle size [1], annealing [2], or other thermal or
mechanical treatments [3,4].

Guided by the knowledge gained in mineral dissolution,
pioneering works [2,5] have tried to remedy this unsatisfying
situation and highlighted the crucial role of dissolution
within the different hydration kinetic steps, still the subject
of controversial debates within the cement science
community. This review summarizes some works in
geochemistry and concepts relevant to the dissolution of
under-saturated  systems, bearing both important
commonalities and differences, how this understanding was
recently transferred and integrated in the case of alite, the
subsequent implications for cement hydration, and the
remaining controversial issues. Those recent scientific
advances definitively open new horizons, but the journey
remains long before implementing an exact dissolution
model as a building block of cement hydration kinetics, and
the best attempt so far remains unsatisfactory [6].
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2 Review of progress in geochemical kinetics
relevant to cementitious systems

2.1 Early advances: how do crystal defects
control mineral dissolution rate?

Crystal dissolution dynamics in minerals are inexorably
bound to the distribution of their defects, particularly screw
(and edge) dislocations. Such defects arise during crystal
growth (e.g., either during high temperature crystallization
from a melt, precipitation from a low temperature solution,
by phase inversions or related reactions) or alternatively, via
subsequent (plastic) deformation. Dislocations may be
categorically characterized by the Burgers vector, b, which
describes the internal displacement of the lattice by the
dislocation itself (relevant review in [7]). A key insight into
the relationship between crystal stability and dissolution
mechanism of crystals came with Frank’s [8] recognition that
screw dislocations in minerals of appropriate physical
characteristics (sufficient elastic moduli, surface energy, and
Burgers vector modulus) would give rise to so-called hollow
cores (now readily visible by AFM [9,10,11]). These are
spontaneously developed capillaries surrounding the
dislocation axis, reflecting an energetic balance between the
excess strain energy contributed by the dislocation itself and
the positive surface work expended in expansion of the
capillary’s interior surface. Frank derived the radius of the
hollow core (ry, Frank’s radius) as
p b
= ;W
where b is the modulus of the Burgers vector, y the surface
energy, and u the shear modulus. Although screw
dislocations were a central focus of the landmark crystal
growth paper by Burton, Cabrera, and Frank [12], these
features also play a key role in etch pit development — and
thus crystal dissolution. This role was recognized by Cabrera
and Levine [13], who, in deriving solutions for the general
equation for the advance of spiral step, showed that beyond
a critical under-saturation (see AG..; below) no stable,
steady state spirals could exist. At this boundary, the hollow
core of a screw dislocation emerging at the crystal surface
would become unstable, enlarging its radius at its outcrop
and developing into a macroscopic etch pit. Cabrera and
Levine represented this under-saturation limit as a
dimensionless ratio of r, with that of the so-called critical
nucleus for 2D nucleation: s5 = 15/p¢ = - (where p. is the
critical radius of a hole, and thus negative). The critical radius
is in turn sensitive to free energy:
YV
Apg
Here V is the molar volume of the crystal, and Apy the
chemical potential difference between the crystal and its
coexisting solution or vapor. This paper thus established the
key relationships between the development of surface etch
pits in minerals, hollow core stability, and free energy. Closer
to equilibrium or under supersaturated conditions(r,/p, >
0), hollow cores would be theoretically stable. Subsequent

(1)

To

pe (2)

work by van der Hoek and coworkers [14] further explored
this approach and showed how a phase map of hollow core
stability could be defined, permitting broad distinction
among potential dissolution mechanisms in minerals as a
function of free energy, dislocation parameters, and elastic
properties. This work also demonstrated that certain crystals
may simply be incapable of sufficient strain energy
distribution to support hollow cores; in these materials, etch
pits may form, but without the mechanistic relationship to
capillary formation.

Those concepts established a basic theoretical framework
for the relationship between defect character and etch pit
development. Lasaga and Blum [15] showed how this
energetic framework, combined with kinetic Monte Carlo
simulations to compute dissolution rates, could be applied to
actual minerals. Consistent with work cited above, they
established the existence of a free energy limit with respect
to the bulk crystal,

2m2y VK

ub?

Here k is a parameter describing the contribution of screw,
Kk =1, versus edge, kK =1—v (v is Poisson’s ratio), to
dislocation geometry. These theoretical advances set the
stage for a major advance in crystal dissolution theory: the
stepwave model of Lasaga and Luttge [16]. This work
incorporated the previous relationships, proposing a general
dependence of crystal dissolution rate on free energy:

r= A(l _ eAG/kT) tanh I:]%:I f(AG),

1_eAG/KT
1—ebGerit/KT

AGeriy = — (3)

(4)
where f(AG) =1 —

The model provided two critical conceptual advances. First it
revealed the true relationship between etch pit nucleation
and overall dissolution rate: heretofore, etch pits were
regarded as the obvious centers of all dissolution activity.
Other areas of the crystal surface such as terraces were
thought to be largely passive and dormant. This assumption
gives rise to the pejorative distinction between “reactive”
versus “non-reactive” surface area. The stepwave model
refuted this distinction, showing how chains of steps
(“stepwaves”), emanating from the margins of etch pits,
would act to lower the height of the entire surface, thus
linking the periodic generation of steps and the overall
dissolution rate, and obviating characterization of terraces as
“non-reactive”. Second, it incorporated the AGt
parameter to yield a distinct mechanistic divide between
rates near (AG.y <AG <0) and far from
equilibrium(AG < AG). In the former regime, hollow
cores have stabilized, the energy to surmount the barrier to
new stepwave formation is not available, and rates are
dependent on reactive sites on extant steps. In the latter,
sufficient energy is available to activate the entire surface.
This mechanistic distinction, discussed more completely by
Luttge [17], also yields the possibility that the observed,
instantaneous rate of reaction does not necessarily reflect
the coexisting free energy regime, but instead ties the
observed rate with the reactive history of the surface.
Because many mineral systems of geochemical interest react
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from an initial position far from equilibrium, this underscores
a central difficulty in rate measurement and the attendant
assumption of steady state [18].

2.2 Experimental and analytical advances, and
the stochastic nature of mineral dissolution
kinetics

The progress in theoretical understanding, particularly the
relatively recent insights afforded by the stepwave model,
occurred hand in hand with direct measurements of mineral
dissolution and growth reactions, using atomic force
microscopy (AFM) and vertical scanning interferometry (VSI).
Specific application of AFM and VSI to surface reactions of
geochemically important minerals (e.g. silicates, carbonates)
has been detailed extensively [19,20], and is discussed later
in this paper; here we shall primarily enunciate the overall
importance of these approaches to the study of mineral
dissolution kinetics in general. Both AFM and VSI are now
part of a standard approach in geochemistry to mineral
reaction rates, and afford direct measurements of the
mineral surface. They are often used in complementary
fashion. AFM can be used under in situ conditions with a
fluid cell, and is capable of essentially atomic or near-atomic
resolution under ideal conditions. It is particularly valuable in
monitoring the movements of atomic steps, particularly
relevant to dissolution at screw dislocations: for example,
AFM has been critical in elucidating details of site-specific
interaction of dissolved components with mineral surfaces
[e.g.,21]. Next generation, ultra-high-resolution frequency
modulation AFM (FM-AFM) allows analyzing details of
mineral surfaces in breathtaking detail, including 3D
mapping of the solid-liquid interface structure itself [22,23].
However, AFM is best suited to near-atomically flat surfaces
and its practical field of view is limited to a few tens of
microns depending on the roughness of the surface. In
contrast, VSI offers very high vertical resolution and large
fields of view. VSI datasets can be digitally joined to create
surface maps covering mm2 of the mineral surface, but
lateral resolution is limited by the objective’s numerical
aperture [24]. More importantly, VSI offers an unequivocal
and unambiguous means of resolving dissolution rate:
because dissolution involves overall loss in surface height
with progressive material removal over time, those
measurements allow a powerful means of resolving rates
(change in mass per unit area per unit time). VSI may be
used either in situ with fluid [25], (or near in situ [26]), or
more typically, ex-situ (true in situ VSI operation requires
adequate optical compensation).

Prior to VSI's application, dissolution rates were typically
measured by changes in solution composition over time,
where the solid and solution were either confined in a closed
(batch) system, or the solid was confined but the fluid was
allowed to interact by controlled flow or agitation and
subsequent removal in reactors described as plug flow,
fluidized bed, constantly stirred tank, or variants thereof.
The transformation of rate data from concentration changes
in the reacted solution (or in some cases, changes in the
mass of the solid), involved a normalization to a measure of

mineral surface area. The problem with this normalization,
now well-recognized, is the complex and heterogeneous
distribution (over time and length scales) of reaction rates
over the mineral surface. The concept of “reactive surface
area”, previously mentioned and still popular in the reactive
transport model literature, does not represent a viable
means of treating this problem, as it entails a fundamental
uncertainty (distribution of surface reactivity), and an
assumption that is indefensible in defective crystals
(constant reactivity). Simply put, “reactive surface area” is a
distinction without a difference, and lacks a rigorous
definition as well.

However, it is also important to point out that the
reproducibility within a powder dissolution dataset may be
quite good: e.g., in a compilation of calcite dissolution rate
data [27], the variation within a given laboratory’s dataset
for the alkaline region (where rates are independent of pH)
is far lower than differences between different datasets
measured for a given solution condition, which may reach
orders of magnitude. In summary, the calculation of
dissolution rates of mineral powders via surface area
normalization is thus increasingly recognized as problematic,
with as yet no clear path forward.

In addition, as mentioned above in the discussion of free
energy dependence, there is recognition that the variation of
rates observed during mineral dissolution may also reflect
the direction in which equilibrium is approached. If, as is
typical, the mineral surface has approached equilibrium
from a far-from-equilibrium position, it may still possess
reactive topography (excess kinks, reactive step edges) that
continue to drive dissolution, although it now resides within
the region of hollow core stability. The rate observed under
these conditions will thus differ from that predicted from the
functional rate equation. This potential for non-steady-state
rates is thus a potent source of rate variation [18].

2.3 New approaches in geochemistry

The problems described above are of a fundamental nature,
and derive less from a lack of experimental data, and more
from the inherent difficulty in understanding the role of
kinetic mechanism in surface-controlled dissolution
reactions for minerals of geochemical interest. In particular,
there is a need to understand how these interactions scale:
how systems change depending on such parameters as
particle size and reaction time. The recognition of intrinsic
variation in rate is a key recent finding, and explicit strategies
for treatment are still in their infancy [28,29]. Yet, ultra-fast
kinetics, heterogeneity of intrinsic rates, distribution of
crystallite sizes and defect density, and coupling with other
mechanisms such as nucleation and growth constitute the
characteristic domain of dissolution reactions observed for
cement.
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3 Concepts of mineral dissolution applied to
cementitious systems

3.1 Experimental Framework

Portland cement is a synthetic assemblage of several
intermixed minerals which all include CaO as a common
base. Among those, alite is the most abundant and therefore
often used as a simple model cement. Despite the above
described state of the art in geochemistry, the dissolution of
C5S was only recently replaced in the general framework of
crystal dissolution [2]: like natural minerals, C;S exhibits a
high reactivity at far from equilibrium conditions, while its
dissolution rate decreases drastically in near-equilibrium
conditions. The dependency of reactivity on the saturation
state of the surrounding solution has been documented [30],
indicating for several C;S polymorphs a trend similar to most
natural minerals. This finding has been replicated [31] and
corroborated by topological analyses [32].

However, as described above, the solution approach
[30,31,33], i.e. continuous monitoring of the evolution of the
released ions by inductively coupled plasma atomic emission
spectroscopy (ICP-AES) of C;S powders stirred in an ‘infinite’
volume of solution to avoid any hydrate precipitation, is
unspecific (i.e. exposed crystal faces are undifferentiated)
and has limitations that preclude the measurement of the
specific surface evolution of the dissolving interface, so that
only instantaneous dissolution rates can be determined
shortly after initial wetting of the sample, when its surface
area can be fairly approximated to that of the pristine
powder. On the other hand, the topological method [32]
using vertical scanning interferometry (VSI) avoids any
surface area measurement making the comparison between
rates of dissolution more accurate and allows accessing
localized morphological information. Nevertheless, due to
some lateral resolution limitations of hundreds of
nanometers  (objective  dependent), VS|  averages
measurements over a ‘coarse’ unit area (with respect to the
atomic resolution of the involved processes).

3.2 Thermodynamic framework of dissolution

The dissolution rate of a crystalline material is influenced by
its interfacial properties and the surrounding solution
through the chemical potential difference as the driving
force of dissolution. Interfacial properties reflect the
chemical composition, type of bond, -crystallographic
orientation of the exposed surfaces, impurities incorporated
in the crystal, and lattice defects, while solution properties
involve the nature of the solvent and its composition, ionic
force, temperature, hydrodynamic conditions, and other
parameters. The characterization of solution properties is
therefore of prime importance for the calculation of
saturation indices and consequently under-saturation,
reflecting the deviation from equilibrium, expressed as:
Ap  AG” I
ot
kT  RT

n K. (5)

with k the Boltzmann’s constant, T the absolute
temperature, Ap the chemical potential difference, R the gas
constant, AG* the free energy difference between the
under-saturated solution and the solution in equilibrium
with the solid, that is between 77, the ion activity product
and Ks, the thermodynamic solubility product.

C5S dissolves according to:
C;S + 6H,0 - 3Ca** + H,Si0, + 60H~ (6)

So that:
= {Ca**}*-{H,Si0,} - {OH"}° (7)

This relationship indicates that high concentrations of
calcium and hydroxide ions, i.e. conditions usually met
within seconds upon cement hydration, lead to high II
values, that is, low under-saturation or conditions close to
equilibrium. As consequence, the dissolution rate decreases.
The determination of IT is crucial since the presence of
foreign species (ions or organic molecules) can influence the
solution chemistry through the formation of complexes
which will affect the under-saturation and by extension the
rate of dissolution. Determination of I1 therefore relies on
accurate and complete thermodynamic description of the
solution to calculate activities through speciation modelling
tools such as PHREEQC [34] or GEMS [35].

G5S solubility (K) could theoretically be determined through
its free enthalpy of formation, provided that its surface state
is known. Indeed, surface complexes, charging, water, and
ionic adsorption can stabilize or destabilize the surface. In
their original determination, Stein and Stevels [36] neglected
these surface reactions. This was a key source of error in
many subsequent works, which invoked the putative
formation of a metastable hydrate membrane [36,37,38],
instead of the partial hydroxylation of the C;S surface [34], to
justify the discrepancy between the calculated solubility and
the low hydration rates observed. Alternatively, Nicoleau et
al. [30] tried determining an experimental solubility product
using a kinetic approach, showing by the way that the
surface stability was pH dependent. This highlighted the
importance of surface hydroxylation, recently supported by
NMR [35]. Nevertheless, this value depends on interfacial
properties which so far remain experimentally inaccessible.
The use of In IT instead of In (IT/K,) is therefore preferred
because of this inherent uncertainty regarding the true
solubility.

3.3 Mechanism and topology of CsS dissolution

Figure 1 shows that C;S dissolution patterns are similar to
most natural mineral, with a more or less marked signature
for all polymorphs and faces: the dissolution rate generally
significantly decreases with under-saturation. As mentioned
earlier this decrease was understood through the stepwave
model, which supposes two distinct mechanisms at high and
low under-saturation. The theory of crystal dissolution
foresees that it should initiate at areas of excess surface
energy usually provided by lattice deformations [39]. In the
case of alite, the transition is more visible when measured
on flat polished surfaces, whereas measurements of discrete
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powders integrate a distribution of rates that likely obscure
this distinct transition, and provide an apparent linearity. For
these reasons as well as those described above, this
transition most probably does not corresponds to a sudden
change of exclusive mechanism.
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Figure 1. Comparison of dissolution rates from Nicoleau et al. [30]
obtained from bulk powder dissolution in stirred batch reactors and
Juilland and Gallucci [32] obtained by VSI measurements (values
obtained at room temperature and with at flow rate close to 36
mL/min/mm?). All Ln(IT) values were calculated according to the
Phreeqc database taking into account the calcium silicate complexes
recently determined [33] leading to values slightly different from the
original published data.

Figure 2.(a) Dissolution front of polished section of alite exposed 1 h
to a solution at 18mM Ca2+ and pH=12.6. Shallow etch pits can be
observed across the all surface and follows lines of defects induced
by sample polishing. (b) Alite surface of a hydrated grain during the
acceleration period. The surface presents large pitting areas. In both
cases, the undersaturation conditions with respect to alite are in a
regime of slow rate of dissolution when etch pits should not be
active.

Processes involved in cement hydration are extremely fast,
and the nearly instantaneous build-up of ions in the solution
upon dissolution of alite makes it difficult to discriminate the
various regimes. In particular, the system proceeds from far
from- to near-equilibrium conditions within seconds, so that
AG,<AG at nearly all reaction times, and dissolution is
expected to proceed through step retreat only. Indeed, etch
pits are still observed under near-equilibrium conditions at
early stages [32] (Figure 2a), as well after hours of hydration
[30] (Figure 2b). This observation indicates evidences that, in
the case of alite, etch pits continuously open up and grow in
all ranges of under-saturation, provided that the deviation
from equilibrium is locally high-enough. Growth rate of etch

pits is may also be driven by strong, localized under-
saturation, possibly controlled by the distribution of
precipitating hydrates. The precipitation of portlandite can
favor such high deviations from equilibrium, acting as a local
sink for calcium and hydroxide ions, and generating
significant decrease in concentration [40].

3.4 Towards dissolution in cementitious
systems: Intrinsic and extrinsic factors

The several steps involved in the production process of
cement impact its intrinsic reactivity: foreign atoms present
in the raw mix extracted from quarries or chemicals brought
in the kiln through the use of alternative fuels strongly
impact its polymorphic assemblage, as well as the type and
density of crystalline defects [41]. Quenching from 1500°C to
prevent monoclinic alite ripening into more stable phases
also yields stresses in the crystal structure, relaxed through
the appearance of dislocations; crystals are further subjected
to plastic deformation during milling. Although controlled in
any other industrial context, the in-depth analysis of the
defect-reactivity relation has not been performed for alite.
However, the impact of thermal treatments or annealing,
supposedly reducing defect density, has clearly evidenced an
effect on dissolution and hydration [3, 42]. In particular,
thanks to the enhanced diffusion of atoms in the crystal
structure, annealing lowers reactivity through annihilating a
fraction of the defects and reducing the energy of others
(Figure 3a): pairing of vacancies and interstitial ions,
clustering of foreign atoms, annihilation or stacking of
dislocations [43].

Surface properties may also be strongly impaired by the
adsorption of species coming from the solution. The scarce
data available from the literature does not allow a
classification per se but gives trends on the type and
strength of interfacial interactions and the associated
decrease of dissolution rates. Weak interactions (e.g. H-
bonds) show little or no impact on the dissolution rate, as
observed with polyacrylamide surface-functionalized lattices
[5]. Monovalent ions hardly interact with C;S and barely
show any effect on dissolution. Species with higher valences
such as sulfates [33], phosphates [44] or comb-copolymers
[42], which interact electrostatically with the charged CS
surface, are able to slow down the dissolution rate more or
less effectively depending on their charge density. Covalent
interactions are expected to impair dissolution more
strongly: for instance, aluminum chloride significantly
reduces C;S dissolution rate in alkaline conditions (pH~12)
[33], which can be attributed to the formation of covalent Si-
O-Al bonds [45,46]. Such chemical or physical interactions
would particularly stabilize kink [39] atoms which are key in
dissolution kinetics [47]. Strong interactions can completely
suppress activity at dissolution etch-pits, while weaker
interactions can at least induce a change in the pit shape
(reflecting a change in relative step velocities), resulting in
diminished taper (Figure 3b) [48].
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Figure 3. (a) Theoretical energy distribution of defective surface atoms and its evolutions after either being partly annealed or in case of strong
adsorption of admixture on high-energy defects. The energy excess of each atom is given by the difference between the atom energy in
equilibrium with the solution and the current atom energy: AE,iom= Eeq-Eatom- The capacity of being dissolved or not for an atom is given by the
position of the kinetic path. If the kinetic path (given by the Ln(IT) value) is close to the solubility (given by the In K value), only few atoms are
enough out-of-equilibrium to be dissolved. Any means accelerating the C-S-H precipitation will shift the position of the kinetic path even farther
from the C3S solubility equilibrium and more defects are likely to dissolve, and vice versa. (b) Sketch capturing the growth of a pit in the absence
and in the presence of a strong interaction at the interface close to the etch-pit, coming for instance either from the adsorption of an organic
admixture or due to the precipitation of C-S-H. The interaction stabilizes the surface and will reduce the dissolution in the (hykylp) direction. It
will result in a change of the pit shape when the pit expansion meets the C-S-H crystallite or the admixture.
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Figure 4. (a) Typical evolution of the heat flow released during the hydration of alite and diced into different steps: | pure dissolution, Il the low-
activity period, Ill the accelerating step and IV the decelerating period. Note that the heat flow is proportional to the hydration rate. The curve
is decorated with schematic drawings showing the expected development of an alite grain with respect to the sole dissolution viewpoint: (i)
first nucleation of etch-pits, (ii) expansion of etch-pits, (iii) start of the etch-pits coalescence and (iv) full surface coverage by etch-pits. The grain
also shrinks because of the dissolution by step-retreat. We intentionally show different reactivity for the different faces since different crystals
have to be exposed to the solution and reactivity deviations have been highlighted for those latter [56]. (b) Heat flow released during the
hydration of CsS in the presence of a typical superplasticizer and after annealing (6hrs @650°C). (c) Same experiments as in (b) but heat flows
are plotted as a function of the DoH (AHy,¢=500 J/g). This way highlights the evolution of the dissolution rate upon dissolution and above all at
which DoH the maximum rate is reached.
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4 Implications of dissolution for cement

hydration

4.1 Hydration kinetics of alite in cements

The hydration kinetics of cement are generally described as
the succession of 4 steps (Figure 4a): (I) the pure dissolution
step, (Il) the dormant period, (lll) the acceleration phase and
(IV) the deceleration phase. More than the steps themselves,
the transitions between them have always been the source
of focused attention and controversy within the scientific
community. After decades of fruitless debates, two major
questions remain unanswered: 1) which processes govern
the dormant period, and 2) what is the origin of
deceleration? Beyond a scientific dimension, the answers to
those questions are of industrial importance as the key lock
to the rational tailoring of early hydration and its associated
development of mechanical properties.

The geochemical concepts, introduced only recently to the
cement community, challenge the old vision that C-S-H
nucleation, growth and impingement of crystallites,
completely control hydration kinetics. This model lacks the
support of any single unambiguous observation, and
furthermore neglects the central mass balance constraint
that links C-S-H precipitation and C;S dissolution reactions, as
strictly coupled rates must be equivalent. Therefore, any
mechanism, process or kinetic event ascribable to C-S-H
precipitation has a counterpart in C;S dissolution. Indeed,
some have been identified.

4.2 Dormant period

Prior to thorough study [30], alite solubility was considered
to be very high, whereas the discrepancy between putative
solubility and measured ionic concentrations in the pore
solution pointed to a central inconsistency. This observation
supported the hypothesis of the formation of a protective
hydrated layer, whose role was to retard the rate of alite
dissolution [49]. Advances in geochemistry helped support
the notion that typical pore solutions are indeed close to the
apparent experimental solubility of alite, explaining why its
dissolution rate drastically decreases few seconds/minutes
after the first contact with water. In parallel, it was observed
that protonation of silicate monomers and free oxygen
atoms strongly stabilize alite surface and reduce its solubility
[30, 50]. As mentioned earlier, the surface bonding of ions
[33, 51] or the adsorption of polymers [42] also stabilize the
alite surface and in turn extend the dormant period.
Although mechanisms have not been resolved, the analogy
with the hydration of annealed alite suggests a site specific
interaction [42], without any impact on the subsequent
acceleration rate (Figure 4b): adsorbed ions and molecules
passivate the surface and block the dissolution of line
defects, like dislocations outcropping at the surface, or point
defects.

4.3 Acceleration regime

This step shows an accelerating reaction rate, i.e. both C-S-H
precipitation and C;S dissolution rates have to increase. This
is trivially accepted for nucleation and free growth using
exponential laws [52] with the success of the Johnson-Mehl-
Avrami-Kolmogorov model and its derivatives (see [53])
which imply an accelerative rate. This is far less obvious for
dissolution since the dissolving surface area Sy is expected to
decrease with the shrinking of the dissolving grains, implying
that sufficient increase in under-saturation should produce
equivalent increase in S¢Ri: (Rin: is the interfacial dissolution
rate). However, this is not observed, as under-saturation
hardly changes [54] over this interval, which implies an
increase in either the number of dissolution sites or their
surface area. The dissolution theory as introduced above
offers ways to envisage the increase of dissolving surface,
even at low under-saturation; for example, via the activation
of kinks in the vicinity of screw-dislocations: their dissolution
and expansion in the capillaries of hollow cores (Figure 4a.ii)
would increase the dissolving surface and the overall
dissolution rate as a consequence.

4.4 Deceleration regime

Above 10 to 20% DoH, the hydration rate slows down nearly
as rapidly as it had accelerated. This decline was long
ascribed to the impingement of C-S-H crystallites growing at
the surface of alite grains or outwards in the solution.
However this idea can be challenged by hydration in highly
diluted suspensions, in which the inter-grain space is large
enough to avoid impingement, and in which C-S-H
precipitation is shifted away from the alite surface into the
solution (discussion in [55]). Furthermore, annealing or the
use of plasticizers similarly increase the DoH at maximum
rate (Figure 4b,c), an observation that is hardly reconcilable
with pure nucleation and growth kinetics. Here again the
dissolution theory brings an alternative view through a
decreased dissolution rate, due either to the overall
shrinkage of grains (reduced R;,), or because etch pits have
grown to the extent where they coalesce, resulting in lower
overall surface (reduced Sg). In both instances SyRi
decreases (Figure 4a.iii) below a critical value, driving
deceleration. A lack of proper data prevents discriminating
those two hypotheses. However, an isotropic shrinkage
model cannot alone describe the experimental dissolution
curve [56], and would imply a constant DoH at maximum
rate, which is not observed, while the coalescence of etch
pits is already microstructurally evidenced e.g. [57]. At later
reaction times, upon completion of pit coalescence, the
roughness of alite surface is stable and SyR;,; decreases at a
steady state mainly due to the grains shrinkage (Figure 4a.iv)
[58].

5 Oversaturation of etch pit-falls. A perspective

Over the last decade, new dissolution-based concepts have
allowed a fundamental reconsideration that casts alite
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dissolution as the driving force of cement hydration. Indeed,
all approaches to explain hydration so far can be revisited
and soundly supported from a dissolution perspective.
Nevertheless, describing alite dissolution in real cement
systems must reconcile the coupled interaction of two
processes: the composition of the pore solution which
controls the interfacial dissolution rate through the deviation
from equilibrium, and the surface energy at the crystal level
which governs the evolution of surface topography. The
general experimental difficulty in decoupling surface
topography and energetics is exacerbated for alite because
of the limited size of crystallites and etch-pits, its high
dissolution rate compared to other minerals, and the parallel
precipitation of hydrates of the same chemical composition
in the vicinity of the dissolving areas. Furthermore, the lack
of proper characterization of the nature and density of
defects in alite polymorphs and the missing information
regarding the energetics of crystal faces exposed to the
solution remains experimentally and scientifically
challenging. Increasingly, the approach taken in
understanding problems of crystal dissolution involves a
recursive, reciprocal process of measurement and analysis of
rates coupled with computer simulation of virtual crystals
(e.g., via kinetic Monte Carlo techniques [59]). Dissolution
rates and their surface distribution measured in the
laboratory have to be compared with the results of
simulations parameterized by e.g., DFT-acquired bond
hydrolysis activation energies. This comparison affords a
check on the distribution of reaction mechanism, as reaction
paths that are inadequately or inaccurately described in the
simulation will produce poor agreement with measured
results. The comparison of parameterized model simulation
and measured experimental results also yields key
information as to the variation of rates over the surface and
over time. This implies the development of adequate
numerical tools which, although initiated for cement [60],
will most probably require more substantial time and effort.
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